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Abstract
Time series is a series of observations taken sequentially by the same time interval, can be daily, weekly, monthly, yearly or others. A time series can be affected by other variables (input series). Preparation of a model with one or more input series and a series output can be done with the transfer function. Bank of Indonesia through Open Market Committee has monthly agenda to make projections net flow currency in circulation to control liquidity. The purpose of this study was to examine the effectiveness of multi-input transfer function in improving the accuracy of the realization of the provision of the inflow and outflow of currency in Indonesia. This study uses the inflow and outflow data of currency by Bank of Indonesia, CPI, the tourists visit data, and the middle rate of the US Dollar. The result are multi-input transfer function model for the inflow series have accuracy values (RMSE) of 319.16, while the final model for the series outflow is 456.78. Based on the criteria of out-sample, the best forecasting model is by using a multi-input transfer function. The addition of input variables can improve the accuracy of the model by 38% for inflow and outflow, compared to naïve models.
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1. Introduction
Time series analysis is one statistical procedures applied to predict the probabilistic structure of a situation that will occur in the future in the context of decision making (Box et al., 1994: 19). Time series data are often influenced by some external events such as holidays, promotions, changes in government policy and so on (Wei, 1994: 322). External events that cause the data time series pattern changes mean extreme known as regime change (Hamilton, 1994: 677).

There are many development on the analysis of time series as a combination of mathematical and statistical techniques in modeling dynamic systems. If a system consists of one or more series input and a series output, then one of the branches in the methodology time series suitable for use is the transfer function. This transfer function model is the development of a univariate time series model using past series for modeling and forecasting (Montgomery & Weatherby, 1980). Based on the number of rows of input, the transfer function can be divided into two single transfer function input and multi-input transfer function.

According to Liu & Hanssens (1982) stage approach to the identification of the transfer function of the single input most common is the approach developed by Box & Jenkins (1976). However, the approach is difficult to generalize on the model of multi input (Gooijer & Hyndman, 2006). Some researchers are trying to identify on some characteristics of multi-input transfer function model. Edlund (1984) propose a method which he called "two-step"
to identify the function of the impulse response when several input variables are correlated.

There are several studies that use a transfer function model. For a single model input, research conducted by Albertson & Aylen (1999) apply a periodic transfer function model to predict the price of iron sheet in English. Moreover, Ho & Yim (2006) also uses a transfer function model to predict the wave height on the northeast coast of Taiwan. As for multi-input models, research conducted Krishnamurti et al. (1989) using transfer function analysis on a model with a multi input input components in it.

Research on modeling of currency transactions of commercial banks to Bank Indonesia or otherwise been done by previous researchers. Karomah & Suhartono (2014) netflow currency forecasting model calendar variations and models Autoregressive Distributed Lag (ARDL). Comparison intervention model with Artificial Neural Network models performed on the data netflow currency has also been carried out by Elfira & Suhartono (2014). These comparisons provide results that models the effects of calendar variations ARIMAX and predictor variables CPI is the model with the best forecasting currency netflow.

Bank Indonesia (BI) through Open Market Committee (OMC) has a monthly agendas for netflow projection currency in circulation, as one of the efforts to control liquidity. The problems that are often encountered is projected values that are too far from the value of its realization. To meet practical needs in calculating forecasting inflow-outflow, the linear model is still dominant enough to do so that the transfer function model used in this study.

Based on this background, the author tries to use the multi-function input for data transfer inflow and outflow BI Bali region, as well as the model will be compared with the mean in view of the good of the model and the accuracy of forecasting.

2. Materials and methods

2.1 Transfer function model

Transfer function model is a model that describes the prediction of future values of a time series based on past values of the time series itself and one or more variables associated with the output series. In general, the single input transfer function model or $x_t$ and single output or $y_t$ can be written (Wei, 2006:322).

$$y_t = v(B)x_t + n_t$$

with, $y_t$ is a series of stationary output, $x_t$ is a series of stationary input, and $n_t$ is an error component following the ARMA model, where

$$v(B) = \frac{\omega(B)\delta(B)}{\delta(B)}$$

and

$$n_t = \frac{\theta(B)}{\delta(B)} a_t.$$ 

So that from equation (1) can be written in the form

$$y_t = \omega_s(B) \frac{\delta_s(B)}{\delta_s(B)} x_{t-b} + \theta_s(B) \frac{\delta_s(B)}{\delta_s(B)} a_t,$$

Where $\omega_s(B) = \omega_0 - \omega_1 B - \cdots - \omega_s B^s$ and $\delta_s(B) = 1 - \delta_1 B - \cdots - \delta_r B^r$.

2.2 Cross correlation function (CCF)

CCF is used to measure the strength and direction of the relationship between two random variables. The cross covariance functions between $x_t$ and $y_{t+k}$ (Wei, 2006: 325):

$$\gamma_{xy}(k) = E[(x_t - \mu_x)(y_{t+k} - \mu_y)],$$

where $k = 0, \pm 1, \pm 2, \ldots$, $\mu_x = E(x_t)$ and $\mu_y = E(y_t)$. Cross correlation between $x_t$ dan $y_t$ is

$$\rho_{xy}(k) = \frac{\gamma_{xy}(k)}{\sigma_x \sigma_y},$$

where $\sigma_x$ dan $\sigma_y$ are standard deviation from $x_t$ dan $y_t$. 
2.3 The procedure of establish transfer function model

There are four stages in building a model of the transfer function, i.e.:

1) Identifying transfer function model
   - Prewhitening input series
     \[ \alpha_t = \frac{\phi_x(b)}{\theta_x(b)} x_t, \]
     Where \( \alpha \) is input series through prewhitening and error of ARIMA models are white noise and \( N(0, \sigma^2) \), \( x \) is the input series are stationary.
   - Prewhitening output series
     \[ \beta_t = \frac{\phi_y(b)}{\theta_y(b)} y_t, \]
     with \( \beta \) is output series through prewhitening based input series parameter, \( y \) is a stationary output series.
   - Calculate sample CCF between \( \alpha \) with \( \beta_{+k} \)
     \[ \hat{\rho}_{\alpha\beta}(k) = \frac{\sum_{t=1}^{n-k} (\alpha_t - \bar{\alpha})(\beta_{t+k} - \bar{\beta})}{s_x s_y}, \]
     where \( s_x = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (\alpha_t - \bar{\alpha})^2} \) and \( s_y = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (\beta_t - \bar{\beta})^2} \).
   - Determination of \( b, r, s \) order which connects the input series and output series (Makridakis et al., 1999).
     (i) The value of \( b \) shows that \( y \) are not influenced by the \( x \) value until period \( t + b \).
     (ii) The value of \( s \) shows that how long the output series (\( y \)) is continuously affected by the new values of the input series (\( x \)).
     (iii) The value of \( r \) shows that \( y \) with regard to past values of \( y \), i.e. \( y_{t-1}, y_{t-2}, y_{t-3}, \ldots, y_{t-r} \).

Having established the order of \( b, r, s \), and then do an assessment of temporary transfer function model.

2) Estimating the parameter of transfer function model
   Estimating the parameter of transfer function model by using conditional least square method, involving \( \omega, \delta, \phi, \theta \) parameter. The conditional likelihood function is as follows:
   \[ L(\delta, \omega, \phi, \theta | b, x, y, x_0, y_0, a_0) = (2\pi \sigma^2)^{-\frac{n}{2}} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{t=1}^{n} a_t^2 \right\}, \]
   with \( x_0, y_0, a_0 \) some initial value is appropriate to calculate from equation (..) equal to the initial value that is required in the estimation of the univariate ARIMA models. Nonlinear least squares estimation of a parameter is obtained by the value of SSE, namely:
   \[ S(\delta, \omega, \phi, \theta | b) = \sum_{t=t_0}^{n} a_t^2, \]
   where, \( t_0 = \max\{p + r + 1, b + p + s + 1\} \).

3) Diagnostic checking transfer function model
   After identifying the model and estimating parameters, further testing the suitability of the model before it is used to forecast. The steps are performed as follows:
   - Testing the cross-correlation between the residual noise series model \( \hat{\alpha}_t \) with the input series that has undergone prewhitening \( (\alpha) \). This test is called portmanteau test written as follows:
     \[ Q_0 = m(m + 2) \sum_{j=0}^{K} (m - j)^{-1} \hat{\rho}_\alpha(j). \]
• Testing of residual autocorrelation series model noise (\( \tilde{\varepsilon}_t \)) or also called white noise test using a Ljung-Box test statistics as in equation (\( ... \)), but it is done well test series model residual noise normally distributed.

\[
Q_0 = m(m + 2) \sum_{j=0}^{m} (m - j)^{-1} \hat{\rho}_a^2(j).
\]

4) Forecasting using transfer function model

After an appropriate transfer function model is obtained then the late model can be used to predict the value of a series of output (\( y_t \)) is based on past values of the output series itself and input series (\( x_i \)) that affect.

2.4 Multi-input transfer function model

In general, the output series may be influenced by several rows of input, so that the causal model for multi-input transfer function is (Wei, 2006):

\[
y_t = \sum_{j=1}^{K} v_j(B)x_{jt} + n_t = \sum_{j=1}^{K} \frac{\omega_j(B)}{\delta_j(B)} B^j x_{jt} + \frac{\theta(B)}{\delta(B)} a_t,
\]

with \( v_j(B) \) is a transfer function for input series \( x_{jt} \) and \( a_t \) assumed to be independent for each input series \( x_{jt} \), \( j = 1, 2, ..., k \) and input series \( x_{jt} \) dan \( x_{jt} \) uncorrelated for \( i \neq j \). Weights response transfer function \( \frac{\omega_j(B)}{\delta_j(B)} B^j \) for each input variable defined in the model transfer function for a single input (Otok & Suhartono, 2009).

2.5 Outlier detection

Observation time series data are often affected by unusual events such as disturbance, war, political or economic crisis, or recording errors and recording. This unusual observations are called outliers. Outliers can damage data analysis, making the conclusions erroneous or invalid, it is important to have a procedure that can detect and eliminate the effects of outliers. The existence of outliers in a time series data substantially impact on the shape of the sample ACF, PACF, ARMA model parameter estimation, forecasting, and also to the specification of the model.

2.6 Choosing the best model

In the analysis of time series, there are several models used to predict the data in a certain period. Therefore, the criteria needed to determine the best model and accurate. To determine the best model selection criteria can be used a model that is based on the residual and fault forecasting (Wei, 2006: 156). Statistical value that is normally used, ie RMSE (Root Mean Square Error):

\[
MSE = \left( \frac{1}{T} \sum_{t=1}^{T} e_t^2 \right).
\]

2.7 Goals and tasks of the Bank of Indonesia

In its capacity as a central bank, Bank Indonesia has one single purpose, namely to achieve and maintain stability in the rupiah. The stability of the rupiah value contains two aspects, namely the stability of the currency for goods and services, as well as the stability of the currencies of other countries. The first aspect is reflected in the development of the inflation rate, while the second aspect is reflected in the development of the exchange rate against the currencies of other countries. The sole purpose of this formulation is intended to clarify the objectives to be achieved by Bank Indonesia and the boundaries of responsibility.
Inflow is the activities of the Bank to deposit money into Bank Indonesia. Outflow is the activities of the Bank to withdraw money which is still fit for circulation of Bank Indonesia (Bank Indonesia, 2013).

2.8 Consumer Price Index

Consumer Price Index (CPI) is one of the economic indicators that are often used to measure changes in prices (inflation / deflation) at the consumer level, especially in urban areas (BPS, 2015). So that the inflation rate actually shows changes in prices (which indirectly also indicate changes in the purchasing power) the calculation of the CPI uses the fixed commodity basket in the base year. BPS (2009) in the calculation of the CPI defines the price as the amount of money paid by the consumer to purchase the goods and services they buy. The index formula used to calculate the CPI each city is based on Laspeyres formula with the following modifications:

\[
I_t = \frac{\sum_{i=1}^{k} p_{t-i} \frac{P_{t-i}}{\sum_{i=1}^{k} P_{t-i} Q_{t-i}}}{\sum_{i=1}^{k} P_{oi} Q_{oi}} \times 100.
\]

2.9 Tourism visiting

According to BPS (2015) definition of foreign tourists, in accordance with the recommendation of the United Nations World Tourism Organization (UNWTO) is any person who visits a country outside the residence, driven by one or several purposes without intending to earn in places visited and duration of the visit is not more than 12 (twelve) months.

2.10 The source of data

This study uses the data inflow \((Y_{1,t})\) and the outflow \((Y_{2,t})\) of currency are recorded each month by Bank Indonesia, CPI data \((X_{1,t})\) are released each month by BPS Bali, the tourists visiting data \((X_{2,t})\) released each month by the Regional Tourism Office Bali, and the middle rates of currency US dollars \((X_{3,t})\) obtained from Bank Indonesia. The period of time used from January 2003 until December 2014.

2.11 Data analysis method

In the analysis stage, the data will be divided into two parts, namely, in-sample and out-sample. Where for in-sample data of 132, began the period January 2003 to December 2013. While out-sample data of 12, started the period January 2014 to December 2014. Stages of the analysis carried out in achieving the objectives of this study are as follows.

1) Identify the characteristic pattern of inflow and outflow of currency, CPI Bali Province, tourists visiting Bali Province, and Middle-USD exchange rate UKA using descriptive statistics.

2) Transfer function multi-input modeling.

2.1) Model Identification

i) Preparing the input series that has been stationary.

ii) ARIMA modeling on each input row to obtain the significant parameters and residuals are white noise. The steps of forming an ARIMA model for each series output and the inflow and outflow of data which can be explained as follows.
a) To identify the model.
   • Create a time series plot to see whether the data has been stationary in variance and mean, if not stationary, it can be carried out transformation and differencing.
   • Make a model alleged plot by ACF and PACF of the data that has been stationary.

b) Conducting assessments and testing the significance of the parameters, if the parameters already significant or not. If significantly further to the next step, if not then create a model that other allegations.

c) To test the goodness of the model on the residual using white noise assumption test and normal distribution.

d) If the residual does not meet the normal distribution assumption, outlier detection is done then do an assessment and re-testing the significance of the parameters to include outliers in ARIMA models.

e) Determine the best model based on the criteria in-sample.

   iii) Doing prewhitening the input and output series to acquire $\alpha_t$ and $\beta_t$.
   iv) Calculating the CCF between the samples to get the order $b$, $r$, $s$.
   v) Identification of order $b$, $r$, $s$ to suspect temporary transfer function model.
   vi) Made a preliminary assessment of noise series, which is derived from the order of $b$, $r$, $s$ to see the plot ACF and residual PACF significant.
   vii) Determination of the transfer function model and ARMA($p,q$) of the series noise.

2.2) After identifying the form of the transfer function model, then performed an assessment and significance testing parameters using the conditional least square method.

2.3) Testing the suitability of the transfer function model
   i) Testing the cross correlation between residual and input series.
   ii) Testing of residual autocorrelation to see residual white noise and residual test normal distribution.
   iii) If the residual does not meet the normal distribution assumption, outlier detection is done then do an assessment and re-testing the significance of the parameters to include outliers in the model transfer function.
   iv) The use of transfer function model for forecasting

3. Results and discussion

3.1 The characteristic of inflow and outflow currency 2003–2014 period

Descriptive analysis was conducted to elucidate the general description of the data inflow and outflow starting in January 2003 to December 2014. Based on the results of descriptive statistics as shown in Table 1 on the inflow series, the general average is 678.91 billion with a standard deviation of 451.39, while the average outflow series in general is 545.06 billion with a standard deviation of 332.69.

3.2 Inflow and outflow forecasting with transfer function multi-input

Before performing multi-input transfer function analysis, firstly we have to identify of the time series plot on each variable that will be prewhitening. Identification plot aims to obtain a stationary model. Through this plot, stationary phases can be determined.
Table 1. Descriptive statistics *inflow* and *outflow* (on billion).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Period</th>
<th>Description</th>
<th>Mean</th>
<th>St. Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflow</td>
<td>2003-2013 In-Sample</td>
<td>506.8</td>
<td>297.8</td>
<td>50.9</td>
<td>1548.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2014 Out-Sample</td>
<td>641.4</td>
<td>417.4</td>
<td>18.6</td>
<td>2326.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2003-2014 Total</td>
<td>678.9</td>
<td>451.4</td>
<td>18.6</td>
<td>2669.9</td>
<td></td>
</tr>
<tr>
<td>Outflow</td>
<td>2003-2013 In-Sample</td>
<td>965.8</td>
<td>414.7</td>
<td>499.8</td>
<td>1880.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2014 Out-Sample</td>
<td>1092.0</td>
<td>609.1</td>
<td>539.8</td>
<td>2669.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2003-2014 Total</td>
<td>545.1</td>
<td>332.7</td>
<td>50.9</td>
<td>1880.4</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Time series plot of: (a) IHK, (b) tourism visiting, and (c) dollar rate.

3.2.1 Prewhitening input series

3.2.1.1 IHK variable

Stages of identification begins with a look at a time series plot progression CPI in figure 1 to determine whether there is a trend or certain patterns. Rising trend from the beginning of 2003 until the end of 2014. This trend indicates that the data is still stationary in the average. The statement was corroborated by ACF plot that tends to decline slowly and PACF plot that came out in the first lag.

Based on the Box-Cox test for the stationary of variance, the value rounded value of 2.00 with the lower and upper CL of 0.86 at 2.65. The value of lambda = 1 can be selected with consideration of the behavior of the data tends to a constant variation (plot time series), it can be concluded that the data had been stationary in variance. Determination of the average stationary can be done by looking at the ACF and PACF plot. It appears that there is still a lag that comes out of the upper limit and lower limit. Further data differencing one time, and plotted back to see if there is still a lag coming out. Obtained results indicate that there is no lag coming out of the upper limit and lower limit. It can be concluded the data
series has been stationary in both the average and variance.

Testing ARIMA(0,1,0) in the CPI variable involves only constants without testing order AR(p) and order MA(q). Testing of this model resulted in significant constant value with t-value 6.73 and p-value <0.0001. To determine the feasibility of ARIMA models do diagnostics checks residual white noise to test the normal distribution of the residuals and residuals. Based on residual testing against the ARIMA(0,1,0) has met the assumption of white noise. By looking estimated value of the parameter is conducted on the model ARIMA(0,1,0) for CPI variable, then the model is formed can be written:

\[ X_{1,t} = 0.592 + X_{1,t-1} + a_{1,t}. \]

So that the input series of the CPI has been prewhitening is

\[ a_{1,t} = X_{1,t} - X_{1,t-1} - 0.592. \]

Prewhitening series output (inflow and outflow) followed prewhitening input series. The series of inflow which has been prewhitening is

\[ \beta_{1,t} = Y_{1,t} - Y_{1,t-1} - 0.592. \]

Based on the results of cross-correlation between the CPI against the inflow, CPI lag effect on the inflow at the 24th \((b = 24)\), the next lag is the lag effect on the 29th, so that the duration of the effect of the inflow CPI is 5 lag \((s = 5)\). Lag-lag on the plot does not show a specific pattern \((r = 0)\) in order to obtain possible values \((b, r, s)\) is \((b = 24, r = 0, s = 5)\). Provisional estimates for the transfer function model for the order \((b = 24, r = 0, s = 5)\) produce \(p\)-value> 0.05 so that the model does not meet the parameters of significance. This means there is no significant effect on the CPI variable inflow. Given the establishment of the transfer function model for inflow using multi input, the determination of the initial allegation models for inflow does not include CPI variable in modeling inflow.

By doing same process base on inflow, provisional estimates for the transfer function model for the order \((b = 29, r = 0, s = 7)\) have met the assumption of white noise because the \(p\)-value at all lag <0.05.

3.2.1.2 Tourist visiting variable

Tentative ARIMA model is determined by looking at the ACF and PACF plot is ARIMA (0,1,1), (0,1,1) 12 (0,1, [1,2]) (0,1,0) 12, and (2,1,0) (0,1,1) 12. By testing ARIMA (0,1,1), (0,1,1) 12 (0,1, [1,2]) (0,1,0 ) 12, and (2,1,0) (0,1,1) 12 meets the parameters of significance. To determine the feasibility of ARIMA models performed checks residual diagnostics to test the normal distribution of white noise and the residual. The results of diagnostic tests for residual white noise alleged ARIMA models (0,1,1), (0,1,1) 12, ARIMA (0,1,2) (0,1,0) 12 and ARIMA (2,1,0 ) (0,1,1) 12 with a significance level of 0.05, has fulfilled the assumption of white noise. Testing for normality in the residuals with the Kolmogorov-Smirnov test was obtained \(p\)-value> 0.05 so that it can be concluded that the residual ARIMA (0,1,1), (0,1,1) 12 and ARIMA (2,1,0 ) (0,1,1) 12 for the number of tourist visits have normal distribution. ARIMA (0,1,1), (0,1,1) 12 were selected based on the principle of parsimony. Then ARIMA (0,1,1), (0,1,1) 12 is formed can be written:

\[ (1 - B)(1 - B^{12})X_{2,t} = (1 - 0.320B)(1 - 0.625B^{12})a_{1,t} \]

or

\[ X_{2,t} = X_{2,t-1} + X_{2,t-12} - X_{2,t-13} + a_{2,t} - 0.32a_{2,t-1} - 0.625a_{2,t-12} + 0.2a_{2,t-13}. \]

So the input series number of tourists who have in-prewhitening is
\[
\alpha_{2,t} = X_{2,t} - X_{2,t-1} - X_{2,t-12} + X_{2,t-13} + 0.32\alpha_{2,t-1} + 0.625\alpha_{2,t-12} - 0.2\alpha_{2,t-13}.
\]
The series of inflow which has been prewhitening is
\[
\beta_{2,t} = X_{1,t} - X_{1,t-1} - X_{1,t-12} + X_{1,t-13} + 0.32\beta_{t-1} + 0.625\beta_{t-12} - 0.2\beta_{t-13}.
\]
Based on the results of cross-correlation between the number of tourist visits to the inflow, allegedly the value \(b = 23\) and since there is no lag is cut off, then \(s = 0\), whereas \(r = 0\) because the plot does not show a specific pattern. Results of the initial model parameter estimation transfer function produces \(p\)-value <0.05 so that the model meets the parameters of significance. The transfer function model is
\[
v(B)x_t = 1.985x_{t-23}.
\]
Testing of the model residual suspicion of the number of tourist visits to the inflow of the order of \((b = 23, r = 0, s = 0)\) has to meet the assumptions of white noise because the \(p\)-value at all lag > 0.05. Doing the same process like inflow we have
\[
v(B)x_t = (-2.730 + 2.974)\times_{t-35}.
\]
Testing of the model residual suspicion of the number of tourists to the outflow produce order of \((b = 35, r = 0, s = 1)\) has to meet the assumptions of white noise because the \(p\)-value at all lag <0.05.

### 3.2.1.2 Dollar rate variable

Based on the ACF and PACF plot, then the tentative ARIMA model corresponding to the variable dollar exchange rate is ARIMA(0,1,1) and ARIMA(3,1,0). Testing ARIMA(0,1,1) and ARIMA(3,1,0) in the variable dollar exchange rate, produce estimates that have a significant with \(p\)-values <0.05. Based on residual testing against the ARIMA(0,1,1) has met the assumption of white noise. Testing for normality in the residuals with the Kolmogorov-Smirnov test was obtained \(p\)-value <0.05 so that it can be concluded that the residual ARIMA(0,1,1) and ARIMA(3,1,0) for the dollar exchange rate is not normally distributed. ARIMA(0,1,1) selected taking into account the principle of parsimony. Then ARIMA(0,1,1) formed writable
\[
(1 - B)X_{3,t} = (1 - \theta_1 B)a_{3,t}
\]
or
\[
X_{3,t} = X_{3,t-1} + a_{3,t} - \theta_1 a_{3,t-1}.
\]
So the input series dollar exchange rate which has been prewhitening is
\[
\alpha_{3,t} = X_{3,t} - X_{3,t-1} - 0.442a_{3,t-1}.
\]
Prewhitening the series of inflow followed prewhitening input series is as follows:
\[
\beta_{3,t} = X_{3,t} - X_{3,t-1} - 0.442\beta_{3,t-1}.
\]
Based on the results of cross-correlation between the exchange rate of the dollar against the inflow, the dollar exchange rate in effect on the inflow lag to 14 \((b = 14)\), the next lag is the lag effect on the 15th, so that the duration of the effect of the dollar exchange rate against the inflow is one lag \((s = 1)\). Lag-lag on the plot does not show a specific pattern \((r = 0)\) in order to obtain possible values \((b, r, s)\) is \((b = 14, r = 0, s = 1)\). Provisional estimates for the model transfer function is written by the following equation.
\[
v(B)x_t = (\omega_0 - \omega_1)x_{t-14}
\]
Results of the initial model parameter estimation to order transfer function \((b = 14, r = 0, s = 1)\), \(p\)-value <0.05 so that the model meets the parameters of significance. The transfer function model written by the following equation:
\[
v(B)x_t = (0.209 - 0.228)x_{t-14}.
\]
Testing of the model residual suspicion of the dollar exchange rate against the inflow produce order of \((b = 14, r = 0, s = 1)\) has to meet the assumptions of white noise because the \(p\)-
value at all lag <0.05. Doing same process like inflow, we have
\[ v(B)x_t = (0.259 - 0.279)x_{t-25}. \]
Testing of the model residual suspicion of the dollar exchange rate against the outflow produce order of \((b = 25, r = 0, s = 1)\) has to meet the assumptions of white noise because the \(p\)-value at all lag <0.05.

### 3.2.2 Developing multi-input transfer function model with CPI, number of tourists, and exchange dollar input series

#### 3.2.2.1 Multi-input transfer function model with inflow as output series

Results of model parameter estimation and testing of multi input initial transfer function for the number of tourist visits and the dollar exchange rate have indicated significant with \(p\)-value <0.05. While the model parameters for the CPI not significant conclusion, that the multi-input transfer function model for inflow only include a variable number of tourist arrivals and the dollar exchange rate.

Based on estimates, it is known that the \(p\)-value for a variable number of tourist visits the order of \((b = 23, r = 0, s = 0)\) is not significant. So that the transfer function modeling of multi input, simply insert the variable dollar exchange rate. After the re-estimation, the obtained parameters have been significant. Testing residual transfer function model of the initial allegations against the inflow multi input has fulfilled the assumption of white noise because the \(p\)-value at all lag> 0.05 so that residual error components are independent and do not need to be modeled by ARMA model.

Results of crosscorrelation residual with the input series dollar exchange rate has \(p\)-value> 0.05 in all lag. This shows that the series of noise and input series dollar exchange rate had statistically independent. Although residual white noise transfer function multi input has fulfilled the assumption of white noise but residual noise models are not normally distributed and it is caused due to an outlier in the data. The detection of outliers in the data showed 20 outliers. After all outliers are included in the multi-input transfer function model, re-tested against a transfer function model which has been formed. Late model multi-input transfer function with outlier detection is formed:

\[ y_t = 0.149x_{t-14} - 0.283x_{t-15} + 547.285l_t^{(105)} + 568.435l_t^{(121)} + 332.398l_t^{(128)} + 363.276y_{t-15} - 32.016y_{t-2} + g_t, \]

where
\[ l_t^{(r)} = \begin{cases} 1 & , t = T \\ 0 & , t \neq T \end{cases} \]

Forecasting results using multi-input transfer function model with outlier detection for 12 (twelve) months has been obtained. Based on the out-sample criteria, The level of accuracy of the model is measured from the RMSE obtained at 319.16

#### 3.2.2.2 Multi-Input transfer function model with outflow as output series

Early models the transfer function of the single input for CPI outflow is the order of \((b = 29, r = 0, s = 7)\) while the initial model of multi-input transfer function for the number of tourist visits to the outflow is the order of \((b = 35, r = 0, s = 1)\), and early models of multi-input transfer function for the number of tourist visits to the outflow is the order of \((b = 25, r = 0, s = 1)\). Results of model parameter estimation and testing of multi input initial transfer function for each variable has shown significant with \(p\)-values <0.05. Thus, multi-input
transfer function model for inflow only include a variable number of tourist arrivals and the dollar exchange rate. The estimation results in multi-input, it is known that the p-value for a variable number of visits wisatwawan the order of \((b = 35, r = 0, s = 1)\) is not significant. So that the transfer function modeling of multi input, try to include variables CPI and the dollar exchange rate. After the re-estimation, the parameters on both variables was significant. Residual have fulfilled the assumption of white noise because the p-value at all lag> 0.05 so that residual error components are independent and do not need to be modeled by ARMA model.

Results of crosscorrelation residual with input series CPI and the dollar exchange rate had a \(p\)-value> 0.05 in all lag. This shows that the series of noise and input series CPI and the dollar exchange rate had statistically independent. Assuming white noise but the residual model of noise is not normal because test results with the Kolmogorov-Smirnov normality produce \(p\)-value <0.05 and it is caused due to an outlier in the data. After outliers are included in the multi-input transfer function model, re-tested against a transfer function model which has been formed. Late model multi-input transfer function with outlier detection is formed:

\[
y_t = 54.153x_{1,t-29} - 56.849x_{t-36} + 0.313x_{3,t-25} - 0.257x_{3,t-26} - 1360.3t^{(121)} + 846.985t^{(104)} + 1149.4t^{(116)} - 906.392t^{(124)} - 683.082t^{(94)} + 741.785t^{(69)} - 750.529t^{(90)} + \delta_t
\]

Forecasting results using multi-input transfer function model with outlier detection for twelve (12) months can be seen in Figure 2. Based on the criteria in-sample, the level of accuracy of the model is measured from the RMSE obtained at 201.6 on inflow and 378.1 on outflow (blue line is actual and red line is forecast value).

![Figure 2. The comparisons of actual and forecast value: (a) inflow and (b) outflow.](image)

**4. Conclusion and remarks**

Descriptive analysis showed that the average inflow series in general is 678.91 billion, with a standard deviation of 451.39, while the average outflow series in general is 545.06 billion, with a standard deviation of amount 332.69. Descriptively, during the period 2003-2013, the average inflow of 506.81. In the terminology of the time series of the mean value of the accuracy of the model was measured by RMSE in-sample for the inflow amounted to 387.2, while the outflow amounted to 515.2.

Model multi-input end of the transfer function for the inflow series is

\[
y_t = 0.149x_{t-14} - 0.283x_{t-15} + 547.285t^{(105)} + 568.435t^{(121)} + 332.398t^{(128)} + 363.276t^{(85)} - \frac{32.016}{1 - B}t^{(95)} + \delta_t,
\]

where
Inflow and outflow forecasting of currency using multi-input transfer function

\[ f(T) = \begin{cases} 1, & t = T \\ 0, & t \neq T \end{cases} \]

with in-sample RMSE is 201.6. Meanwhile, the final model for the series outflow is

\[ y_t = 54.153x_{1,t-29} - 56.849x_{1,t-36} + 0.313x_{3,t-25} - 0.257x_{3,t-26} - 1360.3l_t^{(121)} + 846.985l_t^{(104)} + 1149.4l_t^{(116)} - 906.392l_t^{(124)} - 683.082l_t^{(94)} + 741.785l_t^{(69)} - 750.529l_t^{(90)} + a_t \]

with in-sample RMSE is 378.1.

Advice can be given based on the analysis that has been done is necessary to try to enter a non-technical factors in modeling. These factors eg social factors and local culture. In its application in the province of Bali, which is periodic ceremonies consideration, could be included in the model. In addition Bali Province that still rely on the tourism sector and agriculture are also worth considering to be accommodated in the model. The education sector also may contribute, especially in terms of the cost of regular education increased at the start of the new school year. All of these factors can be taken into consideration for inclusion in the model, so it can be further improved forecasting accuracy.

In addition to considering the variables that affect the model. The use of forecasting methods could also be taken into consideration to improve the accuracy of the model. Forecasting method that is able to capture the phenomenon of historical data more accurately a need to develop models of precision. Non-linear models can be applied as an alternative to conventional models, along with the development of modern computing techniques. Models based machine learning can be tried as one of the non-linear method in forecasting.
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